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Within just 7 years, behavioral decision research in psychology underwent a dramatic change: In 1967, Peterson and Beach (1967) reviewed more than 160 

experiments concerned with people’s statistical intuitions. Invoking the metaphor of the mind as an intuitive statistician, they concluded that “probability theory and 

statistics can be used as the basis for psychological models that integrate and account for human performance in a wide range of inferential tasks” (p. 29). Yet in 

a 1974 Science article, Tversky and Kahneman rejected this conclusion, arguing that “people rely on a limited number of heuristic principles which reduce the 

complex tasks of assessing probabilities and predicting values to simple judgmental operations” (p. 1124). With that, they introduced the heuristics-and-biases 

research program, which has profoundly altered how psychology, and the behavioral sciences more generally, view the mind’s competences and rationality. How 

was this radical transformation possible? We examine a previously neglected driver: The heuristics-and-biases program established an experimental protocol in 

behavioral decision research that relied on described scenarios rather than learning and experience. We demonstrate this shift with an analysis of 604 experiments, 

which shows that the descriptive protocol has dominated post-1974 research. Specifically, we examine two lines of research addressed in the intuitive-statistician 

program (Bayesian reasoning and judgments of compound events) and two lines of research spurred by the heuristics-and-biases program (framing and anchoring 

and adjustment). We conclude that the focus on description at the expense of learning has profoundly shaped the influential view of the error-proneness of human 

cognition. 

 

 

Public Significance Statement 

Sound statistical intuitions are essential for navigating an uncertain world. The intuitive-statistician program of the 1960s concluded that probability theory and 

statistics can be used as the basis for psychological models of judgment. In contrast, research starting in the 1970s—spearheaded by the heuristics-and-biases 

program—has concluded that people lack the correct mental software for many important judgmental tasks. Our systematic review of experimental methods shows 

that the source of these conflicting conclusions may be traceable to a methodological shift triggered by the heuristics-and-biases program, which largely removed 

learning from judgment tasks. 
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The lesson is: think about practice, not theory. (Hacking, 1983, p.274). This article examines a transformational period in psychological research on statistical 

reasoning, decision making, and human 
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rationality. The heuristics-and-biases program of the late 1960s and early 1970s (Kahneman et al., 1982; Tversky & Kahneman, 1974) was to profoundly change 

the way many psychologists (and later economists) thought about the quality and cognitive mechanisms of people’s statistical reasoning and intuitions. Described 

as nothing short of a “revolution in cognitive psychology and economics” (Miller & Gelman, 2018, p. 2; see also, e.g., Gilovich & Griffin, 2002),1 the heuristics-and-

biases program has provided many behavioral scientists with a lodestar— namely, a focus on the “systematic biases that separate the beliefs that people have 

and the choices they make from the optimal beliefs and choices assumed in rational-agent models” (Kahneman, 2003, p. 1449). This focus offered an influential 

interpretation of Simon’s (1956) foundational concept of bounded rationality, namely, in terms of a map of systematic deviations (Kahneman, 2003) from what the 

program took as the normative benchmark of decision making: the rational choice framework. Finally, the heuristics-and-biases program has made strong inroads 

into subfields of psychology (e.g., social psychology; Nisbett & Ross, 1980) as well as neighboring fields, such as management science (e.g., Bazerman & Moore, 

2013) and clinical and medical decision making (e.g., Dawson & Arkes, 1987; Elstein,1999), it has also spawned subfields of economics and law, namely, 

behavioral economics (e.g., Thaler, 2016) and behavioral law (e.g., Sunstein, 2000). It was recognized not once but twice in the Nobel Prize in economics—

awarded to Kahneman in 2002 and to Thaler in 2017. Arguably the most prominent psychological research program of the second half of the 20th century, the 

heuristics-and-biases program continues to influence research to this day.2 

The heuristics-and-biases program superseded a program founded by Ward Edwards—today widely considered the father of behavioral decision research. 

Edwards was one of the first to take an empirical approach to the behavioral implications and assumptions of economic theory (e.g., Edwards, 1954b, 1961a) in 

a program described as man as an intuitive statistician (Peterson & Beach, 1967).3 The two research programs portrayed humans’ intuitive ability to reckon with 

risk and uncertainty and their rationality—or lack thereof—in starkly contrasting terms. They invoked different theoretical metaphors and underlying cognitive 

mechanisms and produced diverging and sometimes opposing experimental findings. Our goal is to understand the reasons behind this transformation. We will 

examine one catalyst of the heuristics and-biases program’s swift rise and eventual displacement of the intuitive-statistician program, focusing on a neglected 

dimension that may have major implications for the empirical study of human rationality: changes in the experimental culture of research in behavioral decision 

making and related fields in cognitive and social psychology. 

Writing mostly about experiments in physics, the philosopher of science Ian Hacking (1983) was concerned with the relationship between the realism of scientific 

theory and that of scientific entities and experiments. Emphasizing the role of the experiment, Hacking (1984) wrote: 
 

Different sciences at different times exhibit different relationships between “theory” and “experiment.” One chief role of experiment is the creation of phenomena. Experimenters 

bring into being phenomena that do not naturally exist in a pure state. These phenomena are the touchstones of physics, the keys to nature, and the source of much modern 

technology. [. . .] Most of the phenomena, effects, and events created by the experimenter are like plutonium: they do not exist in nature except possibly on vanishingly rare 

occasions. (p. 155) 

 

Experiments, more than theories, convince people that scientific entities are real: 
 

We are completely convinced of the reality of electrons when we regularly set out to build—and often enough succeed in building—new kinds of device that use various well-

understood causal properties of electrons to interfere in other more hypothetical parts of nature. (Hacking, 1983, p. 265) 

 

Psychology is not physics. And experimenters in psychology rarely build new devices based on unobservable entities to create even more abstract entities. Yet 

experiments are likely to shape psychologists’ confidence in the reality of what they manipulate and observe. Thus, experiments—and the norms, standards, and 

routines that inform how they are conducted—are important for understanding the body of knowledge, the scientific entities, and the theories and theoretical 

metaphors to which experimenters feel committed. 

Our focus will be on experiments designed to study the degree to which people’s intuitive statistical reasoning is rational or irrational. We first describe the 

profoundly different conclusions about intuitive statistical reasoning and human rationality drawn by the heuristics-and-biases program and the intuitive-statistician 

program. Then, using research on Bayesian reasoning as a first concrete example, we demonstrate the distinct experimental approaches and cultures of the two 

programs and suggest that these disparities could contribute to the programs’ conflicting findings and conclusions. Next, we systematically analyze research on 

probability estimates of compound events as a second example. Like Bayesian reasoning, this research topic emerged before the heuristics-and-biases program; 

it received an enormous boost through Tversky and Kahneman’s (1983) work on the conjunction fallacy and has flourished ever since. We then turn to two lines 

of research that were spurred by Kahneman and Tversky’s groundbreaking studies: research on framing and on anchoring and adjustment. In total, we investigate 

the shift in experimental culture across a total of 604 studies sampled from the two research programs. To preview our key finding, we find substantial and 

systematic differences in the programs’ experimental approaches. We argue that these differences warrant the attention of both experimentalists and theorists of 

human rationality. The lesson we learned is the one Hacking (1983) emphasized: Think about experimenters’ practices. We begin by outlining the two research 

programs. 

                                                                 
1 See also the tributes to Daniel Kahneman on the occasion of his 80th birthday at https://www.edge.org/conversation/daniel_kahneman-on-kahneman. 
2 We are indebted to Deb Ain and Susannah Goss for editing the manuscript. 
3 It was Egon Brunswik (1955b) who originally coined the term intuitive statistician (p. 212) to describe the human perceptual system that uses uncertain (probabilistic) cues 

to estimate important variables in the environment (e.g., distance or size of an object) 

https://www.edge.org/conversation/daniel_kahneman-on-kahneman
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The Intuitive-Statistician Program: Key Tenets and Propositions 

Two review articles by Edwards were the founding documents of research on “behavioral decision theory” (Edwards, 1954b, 1961a). In “The theory of decision 

making” published in Psychological Review (Edwards, 1954b), he introduced theories of riskless and risky decision making, game theory and research and, 

importantly, behavioral experiments capable of testing them. His goal was to persuade researchers that “all these topics represent a new and rich field for 

psychologists, in which a theoretical structure has already been elaborately worked out and in which many experiments need to be performed” (p. 411). His call 

to action was heeded. The new research endeavor grew swiftly: A total of 139 articles on behavioral decision theory were published between 1954 and 1960 

(Phillips & von Winterfeldt, 2007). In addition, Peterson and Beach (1967) reviewed 110 articles by 102 authors reporting on more than 160 experiments4 on 

people’s statistical intuitions, such as the judgment of the mean of a series of observations (Spencer, 1961), estimates of variance (Beach & Scopp, 1967), 

Bayesian updates of probabilistic beliefs about random events (Edwards, 1966), probability estimates of compound events (J. Cohen et al., 1958), and judgment 

of correlations (Erlick, 1966). They concluded that “in general, the results indicate that probability theory and statistics can be used as the basis for psychological 

models that integrate and account for human performance in a wide range of inferential tasks” (p. 29). 

In other words, based on their review of more than 160 experiments, Peterson and Beach (1967) saw enough correspondence between the predictions of 

normative models (i.e., rules from probability theory and statistics) and people’s inferences, judgments, and choices to conclude that the normative models could 

provide a basis for the design of psychological models. The sample of conclusions taken from studies in Peterson and Beach (1967) presented in Table 1 illustrates 

this finding. 

Peterson and Beach (1967) presented another important tenet in the introductory paragraph of their article: 
 

… [m]an must cope with an environment about which he has only fallible information, “while God may not gamble, animals and humans do, . . . they cannot help but to gamble in 

an ecology that is of essence only partly accessible to their foresight” (Brunswik, 1955[a]). And man gambles well. He survives and prospers while using the fallible information to 

infer the states of his uncertain environment and to predict future events. (p. 29) 

 

Peterson and Beach (1967) were not the only researchers to take inspiration from Brunswik and his conclusion that the perceptual system—and the cognitive 

system more generally—works like an intuitive statistician inferring the environment (Brunswik, 1957). The metaphor of the intuitive statistician had already featured 

in Edwards’s (1961a) review—though without attribution to Brunswik—at the end of a discussion of dynamic decision making: The upshot of these studies of man 

(or rather, college student) as statistician is that he makes a fairly good one. In all cases the differences are in the proper directions, though they are not always 

the proper amounts (p. 490). 

As we shall see shortly, Edwards more than once concluded that the correspondence between behaviors and normative benchmarks is good but not perfect. 

The impact that Brunswik had on Edwards’s reasoning also shines through in Edwards’s only published criticism of the heuristics-and-biases program, to which 

we return later. 

 

The Heuristics-and-Biases Program: Key Tenets and Propositions 

The heuristics-and-biases program rejected the idea that the normative rules of probability theory and statistics are an appropriate basis for psychological 

models. In a Science article, Tversky and Kahneman (1974) showcased four groundbreaking articles they had published between 1971 and 1973, introducing 

three heuristics: the availability, representativeness, and anchoring-and-adjustment heuristics. In one of those articles, they clearly broke with the intuitive-

statistician program and its idea of approximate correspondence between behavior and norm: 
 

In making predictions and judgments under uncertainty, people do not appear to follow the calculus of chance or the statistical theory of prediction. Instead, they rely on a limited 

number of heuristics which sometimes yield reasonable judgments and sometimes lead to severe and systematic errors. (Kahneman & Tversky, 1973, p. 237) 

 

The notion that intuitive probabilistic cognition does not obey the rules of probability theory and statistics, either literally or approximately, transformed 

experimenters’ phenomena of interest, explanatory concepts, and perspectives on the rationality of the intuitive mind. The phenomena of interest were now 

deviations from what was assumed to be normatively correct (but see Birnbaum, 1983; Gigerenzer et al., 1989); heuristics were the explanatory concepts that 

researchers used to account for these deviations. Heuristics and biases (also dubbed “cognitive illusions”) became symbiotic concepts insofar as biases revealed 

“some heuristics of thinking under uncertainty” (Tversky & Kahneman, 1974, p. 1124). In turn, to explain the existence of a bias, a heuristic required “a logic of its 

own, which departs systematically from the logic of probability” (Tversky & Kahneman, 1982, p. 88, commenting on the representativeness heuristic). 

The new findings prompted stark conclusions about the prevalence of cognitive illusions, the error-proneness of human cognition, and the implications for 

human rationality in psychology and beyond. As Kahneman and Tversky (1972) argued, “for anyone who would wish to view man as a reasonable intuitive 

statistician, such results are discouraging” (p. 445). Others, including some social psychologists and economists, went further. For instance, Nisbett et al. (1983) 

concluded that “people commit serious errors of inference” and that it is “disturbing to learn that heuristics people use in such tasks do not respect the required 

statistical principles” (pp. 339–340). Nisbett and Borgida (1975) thought the experimental findings had “bleak implications for human rationality” (p. 935), and Fiske 

and Taylor (1991) coined the term cognitive miser to describe the human mind. Thaler concluded that “mental illusions should be considered the rule rather than 

the exception” (p. 4)

                                                                 
4 The exact number of experiments is uncertain because we were unable to retrieve 10 articles for our review. The number of experiments in the documents we could 

retrieve was 164. 
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Table 1 

Sample of Illustrative Conclusions About People’s Intuitive Statistical Reasoning From Research Reviewed by Peterson and Beach (1967) 

 

 

 

 

While Kahneman and Tversky (1972) noted that heuristics can “sometimes yield reasonable estimates and quite often do not” (p. 431), neither they nor their 

close collaborators empirically investigated the potential advantages of heuristics. This may be one reason why the idea that biases are ubiquitous, as advocated 

by scholars such as Thaler (1991), won the day. Our intention here is not to engage with these stark conclusions about human rationality (as many have repeatedly 

done over the years), but to take them as testimony of the extent to which the heuristics-and-biases program replaced the intuitive-statistician program. For 

instance, the contrasting citation histories of Peterson and Beach’s (1967) Psychological Bulletin article and Tversky and Kahneman’s (1974) Science article attest 

to how thoroughly the heuristics-and-biases program has shaped researchers’ thinking. The two articles were published a mere 7 years apart and both presented 

experimental evidence—indeed, Peterson and Beach offered an extensive review. Yet Tversky and Kahneman’s article has been cited far more often than 

Peterson and Beach (see Figure 1, left panel), with a cumulative frequency of 15,159 versus 497 citations, respectively, according to Scopus (as of August 15, 

2020).5 Another indication of the success of the heuristics-and-biases program can be found in the Wikipedia entry for cognitive illusions, which lists almost 200 

distinct cognitive biases, classified as decision-making biases, social biases, and memory errors (see also Krueger & Funder, 2004, who drew up an extensive 

list of errors of judgment identified by social psychologists and called for a more balanced social psychology). 

How could experimental psychology, in one short period, support such diverging conclusions? We argue that an unappreciated shift in experimental culture 

played a crucial role. We illustrate this shift first by reference to a key inference task: Bayesian reasoning as the yardstick of rational inference and a key building 

block of economic models of rational choice (see Figure 1, right panel).6 

 

The Emergence of a New Experimental Culture and Bayesian Reasoning 

One of Edwards’s most important research questions was whether the mind is Bayesian. Preceded only by Rouanet (1961), Edwards and the group around 

him at the University of Michigan examined what they called “human information processing” using Bayesian-type bookbag-and-poker-chip problems. Bayesianism 

provided the experimenter’s framework for analyzing data7 and represented the key normative benchmark against which the sequential updating of probabilistic 

beliefs was measured. Edwards’s experimental protocol was informed by his graduate training in psychophysics, the study of how sensory and cognitive systems 

perceive physical stimuli. Psychophysicists are concerned with the measurement (e.g., the properties and precision) of perception; a typical experiment involves 

exposing respondents to a long series of visual or auditory stimuli, which they score on meaningful dimensions. Edwards’s training was “providential” for his work 

on judgment and decision making (Schum, 1999, p. 407), his experimental protocol for Bayesian reasoning was reminiscent of that of a psychophysicist—at least 

in terms of the sequential and

                                                                 
5 The cumulative frequencies of citations in Google Scholar were 37,331 for Tversky and Kahneman (1974) and 1,165 for Peterson and Beach (1967) on August 15, 2020. 
6 The article by Edwards et al. (1965) is included in the Scopus database as a secondary document. This means that it has been extracted from a Scopus document 

reference list, but the full document is not directly available in the Scopus database. A similar pattern of citation frequencies was observed in Google Scholar, with a total of 

214 for Edwards et al. (1965) and 5,815 for Kahneman and Tversky (1972), on August 15, 2020. 
7 In 1963, Edwards and his colleagues proposed, unsuccessfully, that experimenters use Bayesian statistics (Edwards et al., 1963). It was not until nearly four decades 

later that experimenters’ statistical practices slowly began to change (see Kruschke, 2010). 
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Figure 1 

Cumulative Citation Frequencies of Four Key Articles on Statistical Reasoning and Bayesian Reasoning 

 

 
Note. Left panel: Cumulative frequency of citations of Peterson and Beach (1967) and Tversky and Kahneman (1974) from 1967 to August 15, 2020, according to Scopus. Right panel: 

Cumulative frequency of citations of Edwards et al. (1965) and Kahneman and Tversky (1972) from 1965 to August 15, 2020, according to Scopus. 

 

 

repeated presentation of stimuli. In one task (described in the left column of Figure 2)—later to be adapted by Kahneman and Tversky (1972)—participants are 

told to imagine that two bookbags contain 100 chips, with red poker chips predominating in one bookbag (e.g., 70% red and 30% blue), and blue chips 

predominating in the other (70% blue). One bookbag is chosen by flipping a fair coin, and participants are asked to estimate the probability that the chosen 

bookbag is predominantly red. Participants are then shown 12 chips, which they are told were drawn at random with replacement from a randomly chosen 

bookbag, one at a time. After each draw, the participant revises their estimate of the probability that the chosen bookbag is predominantly red (Edwards et al., 

1965).8 After the sequence of 12 chips, participants are told which bookbag they came from. Participants repeated this procedure several times (with different 

bookbags containing different proportions of chips), thus generating hundreds of estimates (e.g., 150 estimates in Edwards, 1966, Study 3; or 480 in Philips & 

Edwards, 1966; Experiment 1). Evidence from this experiential protocol on people’s Bayesian-reasoning performance accumulated quickly (Edwards et al., 1965; 

Peterson & Miller, 1965; Phillips & Edwards, 1966). In 1968, Edwards summarized his conclusions: 
 

An abundance of research has shown that human beings are conservative processors of fallible information. Such experiments compare human behavior with the outputs of 

Bayes’s theorem, the formally optimal rule about how opinions (that is, probabilities) should be revised on the basis of new information. It turns out that opinion change is very 

orderly, and usually proportional to numbers calculated from Bayes’s theorem—but it is insufficient in amount. (p. 18) 

 

In other words, people’s intuitive reasoning appeared structurally Bayesian in nature, but people revised probabilities to a lesser extent than Bayes’s theorem 

would prescribe—a phenomenon that became known as conservativism. 

Edwards’s conclusion did not remain unchallenged for long. Tversky encountered the latest research on probabilistic inference as a postdoctoral fellow in 

Edwards’s lab (Heukelom, 2012). He then joined the psychology department at the Hebrew University of Jerusalem (Lewis, 2017), where Kahneman invited him 

to give a seminar on the latest findings in human judgment. Kahneman was skeptical about Tversky’s argument that people are Bayesians— albeit conservatively 

so—in probabilistic inference, and intuitive statisticians more generally: “I knew I was a lousy intuitive statistician. And I really didn’t think I was stupider than 

anyone else” (in Lewis, 2017, p. 148). This moment was to commence one of the most fruitful collaborations in the behavioral sciences. Their experimental 

approach to Bayesian reasoning was similar to Edwards’s, but with crucial differences (see Figure 2, middle column). 

Although structurally equivalent to the Edwards et al. (1965) experimental task, Kahneman and Tversky’s (1972) task was much easier to administer. Instead 

of experiencing a series of 12 random draws, participants read a short description of the scenario and of a hypothetical sample. They did not respond sequentially, 

updating their responses in light of new evidence, but instead produced a single final response. Indeed, the task was so easy to administer that Kahneman “. . . 

would arrive early each morning and analyze the answers that Oregon college students had given to their questions of the day before” (Lewis, 2017, p. 180). The 

set-up and implementation costs of the new protocol were also minimal, making research into human judgment widely accessible: Experimentation no longer 

required a laboratory, materials such as chips and bookbags, software programmers, or complex incentive schemes. In some cases, all people had to do was 

provide a single answer to a written question. Kahneman later summarized the rationale of the “psychology of single questions,” inspired by Mischel’s marshmallow 

test (Mischel & Ebbesen, 1970), as follows (Vedantam, 2018): 
 

And I just fell in love with that idea, the psychology of single questions. And I looked for ways to do that sort of thing. And the work 

 

                                                                 
8 Edwards et al. (1965) described the task used in previous research: Participants were shown urns in vivo (Peterson, Schneider, & Miller, 1965) or asked to imagine them 

(Phillips & Edwards, 1966), or dice were used instead of urns (Peterson & Miller, 1965). Responses were given in probabilities (Philips & Edwards, 1966, Experiment 1) or 

in odds (Edwards, 1966, and Philips & Edwards, 1966, Experiment 3; Philips, 1966, Experiment 1). Estimates were reported by distributing 100 washers over two pegs 

(Philips & Edwards, 1966, Experiment 1), 100 discs over two troughs (Philips & Edwards, 1966, Experiment 2), or by moving a pointer (Peterson, Schneider, & Miller, 

1965; Philips & Edwards, 1966, Experiment 3). 
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Figure 2 

Three Experimental Tasks Designed to Investigate Bayesian Reasoning 

Note. In Edwards et al. (1965), participants sequentially learned new evidence (sampled chips) and provided a series of probability estimates. In Kahneman and Tversky  

(1972, 1973), participants read a written depiction of a scenario—either a condensed version of the Edwards et al. set-up or the engineer–lawyer problem. See the online  

article for the color version of this figure. 

 

 
with Amos on judgment turned out to lend itself to just that, that is there is a single question that elicits a funny thought, and it makes a point. 

 

Whereas Edwards (1968) observed that people are essentially Bayesian but suggested that they give too much weight to base rates in revising their beliefs, 

Kahneman and Tversky (1972) concluded, using a structurally equivalent task, that “in his evaluation of evidence, man is apparently not a conservative Bayesian: 

he is not Bayesian at all” (p. 450). Indeed, Kahneman and Tversky observed that people tend to give too little weight to base rates, a phenomenon known as the 

base-rate fallacy. More generally, Kahneman
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and Tversky challenged—in a single article—Peterson and Beach’s (1967) comprehensive review of 110 articles and Edwards’s (1968) summary of numerous 

experiments of Bayesian reasoning.9 

Before we turn to how these conflicting results may have emerged, it is worth noting Wallsten’s (1972, 1976) observation that Edwards’s conclusions were 

premised on several key assumptions: People can learn probabilities; the learned probabilities are processed and aggregated according to the Bayesian calculus 

(e.g., the likelihood ratio principle, the multiplying principle; Wallsten, 1972), and there is a simple one-to-one mapping between people’s probability estimates and 

their subjective probabilities (beliefs). One way to interpret the early work on Bayesian reasoning is that both Edwards and Kahneman and Tversky focused their 

research primarily on the aggregation assumption, namely, on examining whether information aggregation is Bayesian in nature. The learning aspect and 

estimate–belief mapping fell by the wayside. Focusing the question on the Bayesian aggregation assumption, as Kahneman and Tversky did, followed naturally 

from Edwards.10 This focus on the normative core, however, forestalled questions such as whether and how well people can learn probabilities and how accurately 

beliefs are translated into subjective probabilities (with a few exceptions, e.g., Wallsten, 1972, 1976). 

Surprisingly, neither camp appeared to have considered the conditions and cognitive mechanisms that could give rise to both conservativism and the base-rate 

fallacy. Indeed, no one cognitive strategy, heuristic, or model of Bayesian reasoning has yet been proposed to explain both phenomena (although Erev et al., 

2008 much later proposed that a mere-presentation effect can explain the simultaneous existence of base-rate neglect and base-rate sensitivity). Rather, it became 

widely accepted that people typically neglect base rates. As Bar-Hillel (1980) argued, “The genuineness, the robustness, and the generality of the base-rate fallacy 

are matters of established fact” (p. 215).11 It may be telling that the previous findings of conservatism—a result in profound conflict with the diagnosis of universal 

base-rate neglect—are not mentioned once in this much-cited publication on Bayesian probability judgment. One possible explanation can be found in a technical 

report preceding this publication, where Bar-Hillel (1977) wrote that conservatism “isn’t a property of people’s probability revisions [. . .]. The whole finding is a 

fluke of the paradigm used by the Bayesian approach” (p. 3). 

How did these conflicting results—base-rate neglect versus conservatism—emerge? We suggest that one key to understanding the conflicting findings—but 

probably not the only one12 —is the change in experimental culture: The experiential protocol used by Edwards and colleagues was abandoned by Tversky and 

Kahneman and replaced by a more description-based protocol, in which learning receded into the background. Of course, Kahneman and Tversky were not the 

first to use a descriptive protocol. Symbolic representations such as text vignettes had long been used in various fields in psychology (e.g., the radiation problem 

in Gestalt psychology; Dunker, 1945). Yet Kahneman and Tversky’s research established the descriptive protocol as the new normal in behavioral decision 

research and related fields. 

Bayesian reasoning is just one probabilistic reasoning domain in which a descriptive protocol came to the fore. In their Science article, Tversky and Kahneman 

(1974) summarized 13 behaviors that in their view constituted systematic errors in probabilistic reasoning; these behaviors were observed in studies using 18 

different tasks (e.g., the engineer–lawyer problem, the maternity-ward problem). All but two of the tasks were solely description-based. Many other description-

based problems would follow: the Asian disease problem (Kahneman & Tversky, 1972, 1973), the Linda problem and other conjunction fallacy problems (Tversky 

& Kahneman, 1983), and described monetary lotteries invoking violations of expected utility theory (Kahneman & Tversky, 1979). 

 

Why Experimental Protocol Matters 
 

Let us next outline three converging lines of research and theoretical ideas from the 1950s to the present that, taken together, suggest that the change in 

experimental protocol was consequential. 

 

The “Ecological Normal” and Representative Design Perspective 

The first line of research returns to Brunswik (1943, 1952) and his theory of probabilistic functionalism. As mentioned earlier, Brunswik held that psychological 

processes are adapted in a Darwinian sense (Hammond, 1996) to the environments in which they function. The methodological implication (see Dhami et al., 

2004) was that stimuli should be sampled from the organism’s natural ecology13 to be representative of the population of stimuli to which the organism has adapted 

and to which the experimenter wishes to generalize (Brunswik, 1956). Brunswik opposed psychology’s accepted experimental design, which he referred to as 

“systematic” (p. 8). In this design, experimenters systematically vary selected independent variables while holding others constant or allowing them to vary 

randomly, then observe the resulting changes in the dependent variable(s). This design emphasizes internal validity and therefore risks presenting participants 

with carefully constructed stimuli that lack realism, having not been drawn from the

                                                                 
9 Kahneman and Tversky were not the first to diagnose base-rate neglect. Laplace (1814/1951) offered what may have been the first account of the base-rate fallacy 

(Miller & Gelman, 2020). Much later, Meehl and Rosen (1955), in their analysis of the use of psychometric devices in clinical practice, pointed out that diagnostic and 

clinical predictions can often be made with high accuracy using the base rates of clinical categories. Therefore, “a psychometric device, to be efficient, must make possible 

a greater number of correct decisions than could be made in terms of the base rates alone” (p. 194), except that “almost all contemporary research reporting neglects the 

base-rate factor and hence makes evaluation of test usefulness difficult or impossible” (p. 215). 
10 We thank one of the reviewers for raising this point. 
11 For illustration: “Information about base rates is generally observed to be ignored” (Evans & Bradshaw, 1986, p. 16), “it has repeatedly been shown that people commit 

the base-rate fallacy, that is, they ignore baserate frequencies and, instead, base their judgments solely on the similarity between the individual’s personality and the 

prototypes of the categories under consideration” (Ginossar & Trope, 1987, p. 464), “many (possibly most) subjects generally ignore base rates completely” (Pollard & 

Evans, 1983, p. 124). 
12 Another probable contributing factor is that judgments (e.g., probability estimates) are perturbed by random error and subject to regression toward the mean (Erev et al., 

1994). Depending on the specific base rates and the likelihood information stipulated in a given task, regression toward the mean can result in estimates that are primarily 
consistent with either base-rate neglect or conservatism (see Erev et al., 1994, 2008, for more details). 
13 Brunswik defined the ecology as the “natural–cultural habitat of an individual or group” (Brunswik, 1955b, p. 198). It consists, among other factors, of reference classes 

that define populations of stimuli (Brunswik, 1943) that can be drawn upon in experiments. 
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“ecological normal, located in the midst of a crowd of natural instances” (Brunswik, 1955b, p. 204). The ensuing conclusions about people’s behaviors may lead 

to systematic mischaracterizations (see Dhami et al., 2004; e.g., in the context of behavioral decision-making research). 

What is the ecological normal of statistical intuitions, and how can it be implemented in the experimental laboratory? Is it better represented by an experiential 

and learning-focused program or by a description-based program, which offers little opportunity to learn? Animals’, babies’, and young children’s learning is not 

based on symbolic descriptions (Schulze & Hertwig, 2021a), and professionals such as physicians may never receive explicit, thorough, and systematic instruction 

in statistics and probability theory (Gigerenzer & Muir Gray, 2011). Many behaviors, both mundane and consequential—crossing the street, falling in love, 

interviewing for a job—do not have explicitly described probabilities. Yet the world today, more than at any other point in history, is replete with written symbols 

and described statistics and probabilities, from probabilistic weather forecasts to medication package inserts. 

It therefore seems fair to say that both designs represent aspects of the ecological normal that deserve careful study and experimentation (Hertwig, 2015). But 

it is crucial to also examine them in terms of Brunswik’s notion of representative design. The core premise of representative design is that the informational 

properties of the experimental task presented to participants represent the properties of the ecology to which experimenters wish to generalize; otherwise, drawing 

conclusions becomes highly problematic. In other words, one must be wary of generalizing findings and conclusions from a descriptive to an experiential 

experimental protocol and vice versa. The extent to which such a generalization is legitimate in any specific case must be empirically established, not simply 

assumed. Campbell (1957) later drew on Brunswik’s emphasis of representative sampling in the service of linking experiments to theory (see the insightful 

discussion by Albright & Malloy, 2000, of the links between Brunswik, Campbell, and Cronbach on matters of sampling and experimental methodology). As far as 

we can tell, neither the intuitive-statistician program nor the heuristics-and-biases program was ever concerned with Brunswik’s notion of representative design. 

This is particularly interesting in the case of the intuitive-statistician program, as Peterson and Beach (1967) explicitly referenced Brunswik’s probabilistic 

functionalism, which Brunswik saw as inseparably connected to representative design. Furthermore, in many of the bookbag-andpoker-chip problems employed 

in the studies reviewed by Peterson and Beach (1967), there was little concern for the natural– cultural habitat of the individual. 

 

The Discrete–Continuous Process Perspective 

Also drawing on the Brunswikian notion of the ecological normal, Hogarth (1981) argued that “judgment is part of a continuous, interactive process that people 

use to cope with the environment, [but] most judgment research has focused on discrete incidents” (p. 197). By “most judgment research” he meant research 

identifying “systematic dysfunctional consequences of judgmental heuristics” (p. 197), also known as the heuristicsand-biases program. He offered human 

conversation as an example of a continuous, interactive process. The ability to have a meaningful conversation illustrates the human competence to adjust, craft, 

and accommodate behavior gradually in response to feedback and experience. Similarly, consider how people walk through a crowded space. They do not and 

arguably could not plan an optimal path. Rather, they seem to use a set of simple navigation heuristics (Moussaïd, 2019) that enable them to adjust their course 

continuously to avoid colliding with others, who are also adjusting as they go (e.g., Moussaïd et al., 2011). Continuously updating a single key piece of information 

(e.g., a visual angle) is also what enables people to catch a high ball (Hamlin, 2017). 

In short, judgments are often an interdependent element of a continuous process. People do not have to commit to a fixed path through a crowded square or a 

specific spot in the field to catch a baseball. Instead, as Hogarth (1981) emphasized, people in an ecologically normal environment learn from feedback and adjust 

their behavior in response. By focusing on discrete incidents, research on biases resulting from heuristics has led to an underestimation of “the importance of 

feedback in ongoing processes and the unquestioned acceptance of several assumptions implicit in the discrete, normative models used to evaluate judgmental 

performance” (p. 197). For Hogarth, a discrete–continuous process perspective was necessary to evaluate the performance and rationality of 

heuristics.14 

We suggest that a discrete–continuous process perspective is also necessary to evaluate intuitive statistical cognition. Consider Edwards et al. ’s (1965) 

experimental protocol for studying Bayesian reasoning (see Figure 2). It begins with the toss of a coin to select one of two bookbags, each containing different 

proportions of red and blue poker chips. Without seeing the outcome of the coin toss, participants respond to a simple question: What is the probability that the 

chosen bookbag is the predominantly red bookbag? The objective answer is the prior probability of each bookbag being selected: 50%. Participants are then 

shown a randomly chosen chip from the selected bookbag and asked to give a new estimate. If the chip is red, the estimate should be adjusted upward. Participants 

make their estimates sequentially; each new chip sampled provides another opportunity to observe, correct, and adjust (without explicit feedback as to the accuracy 

of the estimate, but with feedback after a full sequence of 12 chips has been completed). Estimates can thus be crafted progressively as experience accumulates, 

and perceived errors can be corrected with larger adjustments (in either direction). Yet the decision situation is still relatively simple insofar as the environment is 

stationary and unaffected by the person’s estimates. 

Kahneman and Tversky’s (1972) experimental protocol, in contrast, took a description-based approach in which all information is packaged and delivered at 

once (see Figure 2). In their protocol, participants are asked to judge the probability that a selected deck of cards is marked X based on a full description of a set 

of random

                                                                 
14 Edwards (1962) proposed a related distinction between static and dynamic decision situations. In dynamic decision situations, the “environment in which the decision is 

set may be changing, either as a function of the sequence of decisions, or independently of them, or both” (p. 60). In static decision situations, “the decision maker (in 

principle) never gets to make a second decision in which he might apply whatever he may have learned as a consequence of the first” (p. 59). 
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draws. They are thus required to consider all the evidence at once and provide a discrete, one-off estimate.15 Kahneman and Tversky (1973) later abandoned 

bookbag-and-poker-chip problems, instead devising Bayesian problems with content more familiar from the real world (right column of Figure 2). In the engineer–

lawyer problem, for instance, participants receive five written descriptions of fictitious individuals, allegedly drawn at random from a population of 70 lawyers and 

30 engineers. They estimate the probability that each person is one of the 70 lawyers (or 30 engineers). But like Kahneman and Tversky’s version of the bookbag-

and-pokerchip problem, all relevant pieces of information are described, no feedback is provided, and sequential learning is neither necessary nor possible. 

Are there reasons to believe that this difference in protocols is associated with systematically different results? Recent research on what is known as the 

description–experience gap (Hertwig & Erev, 2009) suggests that this could well be the case. 

 

The Description–Experience Perspective 

People can learn about the properties and statistics of events in at least two ways. Monetary gambles, the paradigmatic tool for measuring risk preferences in 

psychology and economics, are a case in point. For many years, researchers have typically presented the outcomes and probabilities of each option numerically 

(e.g., €500 guaranteed vs. €1,000 with .5; €0 with .5) or using a spinner wheel or bar chart (see the meta-analysis by Weber et al., 2002), with all possible 

outcomes and their probabilities being explicitly stated. This nearly invariant choice architecture is rather odd given that “it is hard to think of an important natural 

decision for which probabilities are objectively known” (Camerer & Weber, 1992, p. 325). In everyday life, people rarely encounter convenient descriptions of 

probability distributions (the probability of rain is one exception; e.g., Gigerenzer et al., 2005). For this reason, some researchers began, in the early 2000s, to 

systematically compare decisions from description—risky choices where people were given full descriptions of gambles—with decisions from experience—risky 

choices where people learned about the gamble by drawing samples from the payoff distributions (these can occur with or without feedback; see Hertwig & Erev, 

2009). Assuming that people sample sufficiently across the payoff distribution, the information they gain from the choice options in description and experience will 

converge. Yet samplebased, experiential information will always be associated with more uncertainty than will description. Similarly, descriptions need an “author” 

(Hertwig et al., 2018), which introduces the problem of whether the information given can be trusted.16 

Do these two modes of learning about the probabilistic texture of the world (Hertwig et al., 2018) result in equivalent choices? This question has attracted 

significant attention since three articles (Barron & Erev, 2003; Hertwig et al., 2004; Weber et al., 2004) demonstrated a systematic discrepancy in description- and 

experience-based choices: the description–experience gap (for reviews, see Hertwig, 2015; Hertwig & Erev, 2009; Rakow & Newell, 2010). Recently, Wulff et al. 

(2018) conducted a meta-analysis of the many ensuing studies on the description–experience gap in risky choice, focusing on the sampling paradigm (i.e., studies 

with a nonconsequential sampling phase followed by a single consequential choice). They found that decisions from experience and decisions from description 

are often not equivalent. When a choice was between a risky and a safe option—the choice task often used to behaviorally measure risk preference—the 

description–experience gap, measured in terms of a systematic difference in the proportions of choices of the two available options, was 18.7%; when a choice 

was between two risky options, it was 7%. Another indicator of the description–experience gap is the likelihood to choose the option that maximizes expected 

return. In decisions from description, Wulff et al. (2018; see their Figure 6) found that a median of 55% of choices maximized expected value. In decisions from 

experience, 66% of people who experienced (via sampling) all possible outcomes and 89% of people who experienced some, but not all, outcomes17 maximized 

the experienced mean return—that is, the “expected value” of the experienced sample of outcomes rather than of the objective properties of the options. One 

possible explanation for the high rate of maximization when not all outcomes were encountered is lower choice difficulty (as a result of an amplification effect; see 

Hertwig & Pleskac, 2010). Let us also emphasize that in other experimental paradigms studying the description–experience gap, namely those involving repeated 

choices between the same underlying options with feedback (unlike in the sampling paradigm studied by Wulff et al., 2018), systematic deviations from 

maximization are often found, and in many cases in the opposite direction to those found in description (Erev et al., 2017; Plonsky et al., 2015). Finally, as another 

indicator of the description–experience gap, Wulff et al. (2018, Table 1) referred to a reversal of the fourfold pattern of risk preference (Tversky & Kahneman, 

1992) between decisions from experience and decisions from description. This reversal suggests that in decisions from description, people choose as if they tend 

to overweight rare events, whereas in decisions from experience they choose as if they underweight rare events. 

Modes of learning about the probabilistic texture of the world also appear to matter in other domains of choice, judgment, and reasoning. For instance, there is 

evidence for description–experience gaps in intertemporal choice (Dai et al., 2019), social interaction in strategic games (Isler et al., 2020; Martin et al., 2014), 

ambiguity aversion (Dutt et al., 2014; Güney & Newell, 2015), consumer choice (Wulff et al., 2015), financial risk taking (Lejarraga et al., 2016), medical judgments 

and decisions (Armstrong & Spaniol, 2017; Fraenkel et al., 2016; Lejarraga et al., 2016; Wegier & Shaffer, 2017), adolescent risk taking (van den Bos & Hertwig, 

2017), categorization (Nelson et al., 2010), visual search (Zhang & Houpt, 2020), and causal reasoning (Rehder & Waldmann, 2017). 

Several factors may explain the systematic difference in behaviors arising from decisions from description versus decisions from experience. First, a sequence 

of experience can offer the opportunity to adjust one’s judgment with each observation. Second, the experiential format accommodates heuristics and algorithms 

that

                                                                 
15 Kahneman and Tversky (1972) referred to this procedure as “evaluation of evidence” (p. 445). 
16 Decisions from experience have been studied for decades (Edwards, 1961a), but it is only recently that researchers have begun to contrast decisions from experience 

with decisions from description. It seems that the two modes of learning were previously assumed to be mathematically equivalent and therefore to result in 

psychologically equivalent representations and behaviors. 
17 Modest sampling can lead to rare events being missed. 
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are computationally simpler than those afforded by the description format (e.g., natural mean heuristic vs. expected value theory; Hertwig & Pleskac, 2010; 

Hertwig, Wulff, & Mata, 2019). Third, “experience is concrete as opposed to symbolic, and it has immediate authority for the experiencing individual. It is empirical 

and rests on the certitude of events that have actually occurred” (Hertwig et al., 2018, p. 124).18 Fourth, experience can boost people’s memory of the probabilistic 

texture of the world (Lejarraga, 2010). Fifth, sequential updating in decisions from experience makes it easier to process experienced outcomes (Frey et al., 2015), 

which is particularly helpful when decision problems become more complex (Hogarth & Soyer, 2015; Lejarraga & Gonzalez, 2011). Finally, there are numerous 

important circumstances under which experience is a treacherous teacher, causing behaviors arising from experience and description to diverge. Properties of 

experience such as small or unrepresentative experiential samples (e.g., hot-stove effect; Denrell & March, 2001), ambiguous and incomplete feedback (March, 

2010), and the long-lasting impact of extreme experiences (e.g., depression-babies effect; Ludvig et al., 2014; Malmendier & Nagel, 2011) can confound learning 

from experience. As March (2010) concluded: “Experience may possibly the best teacher, but it is not a particularly good teacher” (p. 115). 

To conclude, at least three lines of research and theorizing— Brunswikian notions of the ecological normal and representative design, the discrete–continuous 

perspective, and the description–experience gap—suggest that experimental protocol can matter tremendously when studying statistical intuitions. Specifically, 

the experiential protocol and stimuli used by Edwards et al. (1965) and the descriptive protocol used by Kahneman and Tversky (1972; see Figure 2) may account 

for the conflicting findings and conclusions.19 Yet one can only conclude more generally that the experimental protocol explains the diverging findings and 

conclusions of the two programs if the Edwards et al. (1965) protocol and the Kahneman and Tversky (1972) protocol are representative of each program’s default 

protocol. If so, respondents’ statistical intuitions would be studied in fundamentally different ways, with the intuitive-statistician program focusing on statistical 

intuitions from experience and the heuristics-and-biases program focusing on statistical intuitions from description. Was the difference between the two protocols 

coincidental or representative of research in the respective traditions? 

 

Quantitative Assessment of the Methodological Protocols 
 

In order to answer this question, we first examined the experimental oeuvre reviewed by Peterson and Beach (1967)—a collection of results that inspired the 

metaphor of the mind as “intuitive statistician.” Next, we examined the four foundational articles published by Kahneman and Tversky between 1971 and 1973 

(Kahneman & Tversky, 1972, 1973; Tversky & Kahneman, 1971, 1973) that were featured in their Science article (Tversky & Kahneman, 1974), which introduced 

the notion of “heuristics and biases.” A description–experience Figure 3 shows the publication timeline of the articles examined. More precisely, we examined 

every published article, working paper, and report in Peterson and Beach (1967) that included primary experimental data. We did not include books or full volumes, 

or work mentioned in the introduction but not covered in their systematic empirical review. We identified 81 articles that reported primary experimental data from 

a total of 164 experiments. Kahneman and Tversky’s four articles reported 30 experiments; we excluded books, volumes, conceptual articles, discussion articles, 

and reviews of others’ experimental work. Almost all of these experiments have been regular features in textbooks in psychology and behavioral economics, as 

well as in countless popular books on human decision making. In this sense, the gestalt of these experiments heralded a new theoretical paradigm. 

 

Attributes of Experimental Culture 

We coded each experiment according to several attributes, including those that reflect the degree to which participants were exposed to an experiential or 

descriptive experimental microworld. The coding protocol is available in the Supplemental Appendix. All classifications and the resulting dataset are publicly 

available.20 The attributes coded were: 

 

1. Task: Indicates the categories of intuitive statistical reasoning the experiment attempts to study: descriptive statistics, inferential statistics, prediction of 

samples, or decision making. 

2. Participant type: Indicates the type of participants: grade school students, high school students, undergraduate students, graduate students, scientists, 

professionals, military staff, or general public. 

3. Participant expertise: Indicates the participants’ academic discipline, area of expertise, or profession (e.g., business, psychology, economics, statistics). 

4. Incentives: Indicates the incentive scheme used: none, fixed payment, or variable payment. 

5. Incentive type: Indicates the type of incentive used: money, course credit, or vouchers. 

6. Stimulus type: Indicates whether the target stimulus features “people” (e.g., babies, psychologists, engineers, judges, scientists, novelists, pilots) or 

“objects” (e.g., dice, cards, sounds, lines, drawings, beads, chips, urns 

 

                                                                 
18 In his analysis of Bayesian reasoning studies, Koehler (1996) noted that when “base rates are directly experienced through trial-by-trial outcome feedback, their impact 

on judgments increases” (p. 6)—a finding observed both in the laboratory and in the real world. He speculated that directly experienced base rates may be accorded more 

weight “because they invoke an implicit rather than an explicit learning system” (p. 7) and that this information may be better remembered, accessed, or otherwise more 

meaningfully instantiated than information learned explicitly. 
19 When Kahneman and Tversky (1972) abstracted Edwards et al.’s (1965) experiential set-up into an isomorphic text-based representation (see Figure 2) there was no 

obvious reason, theoretical or empirical, to suspect that this change would have a systematic impact on people’s reasoning and inferences. This was, after all, many years 

before research on the description–experience gap systematically contrasted the two representations and learning modes. 
20 https://osf.io/7p692/?view_only=e58976ccfe224d7eac90acd12bba4 874 

https://doi.org/10.1037/bul0000324.supp
https://doi.org/10.1037/bul0000324.supp
https://osf.io/7p692/?view_only=e58976ccfe224d7eac90acd12bba4%20874
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Figure 3 

Chronology of Publication of the Articles Examined in This Quantitative Analysis 

 

 

 

discs, games of chance, letters, words, paths, geometric forms). 

7. Stimulus representation: Indicates whether the target stimuli in the experiment are physically present (e.g., dice, urns, chips, coins, discs, cards, cards 

with written letters) or described symbolically in written or audio-recorded form. 

8. Practice: Indicates whether the experiment involves practice trials or a training or learning phase. 

9. Practice amount: Indicates the amount of practice in terms of number of trials, rounds, responses, problems, games, and so forth. 

10. Multiple testing: Indicates whether participants in at least one experimental condition provided a response more than once, because the experiment 

involved (a) a repeated response procedure, (b) a within-subjects design, or (c) practice or training trials. 

11. Response amount: Indicates the number of responses (e.g., answers to questions, ratings, rankings, judgments, inferences, predictions) that each 

participant gave in the experiment 

12. Feedback: Indicates whether participants in at least one experimental condition were given feedback of any kind that allowed them to improve their 

responses. 

Classifying experiments according to these attributes presented some challenges. For instance, some experiments were difficult to understand because the 

technology is now obsolete, and the materials and procedures were poorly described. In others, it was unclear from the method description where one experiment 

ended and another followed. For this and other reasons, all experiments were independently coded by the first author of this article and a trained rater.21 Cases 

of disagreement were resolved in a face-to-face meeting. The coding protocol is available in the Supplemental Appendix. 

 

Was There a Profound Transformation in Experimental Culture? 

Of the 110 references reviewed by Peterson and Beach (1967), seven were books and 10 were not retrievable.22 Of the 93 references retrieved, 12 did not 

report primary experimental data, leaving 81 documents, most of them published articles, but also reports, chapters, unpublished doctoral dissertations, 

mimeographs, and research bulletins (see details of the screening process in Figure A1 in the Supplemental Appendix). The documents reported 164 experiments, 

but one experiment was excluded from the analysis because it used rats as subjects. The four key articles published by Kahneman and Tversky reported 30 

experiments, giving a total sample of 193 experiments coded (see Figure 4). 

 

Same Epistemological Object, Different Experimental Protocol 

Was the difference between Edwards et al.’s (1965) experiential protocol and Kahneman and Tversky’s (1972) descriptive protocol coincidental or representative 

for research in the respective traditions (intuitive-statistician vs. heuristics-and-biases)? We investigated this question by considering four attributes of experimental 

culture that represent the extent to which the protocols were predominantly experiential or description-based: feedback, practice, stimulus representation, and 

multiple testing. Provision of feedback allows participants to improve their responses, offering a kind of learning and experience

                                                                 
21 In a first round of coding, Jill de Ron (B.Sc. in Psychology, Brain, and Cognition) and Maximilian Rank (B.A. in Philosophy and B.Sc. in Business Administration) served 

as independent raters during their research internship at the Max Planck Institute for Human Development. In response to problems these raters experienced in classifying 

the studies, we revised and further clarified the protocol. We also realized that the classification task required substantial experience in reading and understanding 

Methods sections. For this reason, we discarded the first round of coding and a final round was performed by two PhDs: Tomás Lejarraga and Ana Sofia Morais. 
22 These references, all as cited by Peterson and Beach (1967), were three unpublished doctoral dissertations (Azuma; Goodnow; Todd), two mimeographs (Edwards & 

Kramer; Peterson & Beach), four reports (Dodson; McHale & Stolurow; Rapoport; Shuford & Wiesen), and one conference paper (Schenck & Naylor). 

https://doi.org/10.1037/bul0000324.supp
https://doi.org/10.1037/bul0000324.supp
https://doi.org/10.1037/bul0000324.supp
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Figure 4 

Articles and Experiments Examined in the First Stage of This Quantitative Analysis 

 

Note. “Kahneman and Tversky (1971–1973)” denotes the four articles published by Kahneman and Tversky between 1971 and 1973. 

 

 

that is otherwise lacking. Practice indicates whether participants gained experience in practice trials before the experimental task. Stimulus representation 

concerns whether experimental stimuli were physically present, allowing participants to experience them in a way that is not possible when stimuli are described. 

Multiple testing describes whether an experiment required participants to provide a single response or more; eliciting more than a single response allows 

participants to gain more experience of the task. Figure 5 reports the coding of the two groups of experiments on these attributes, as well as on another attribute 

of the stimulus to which we return later: whether it featured objects or people. 

 

Figure 5 

Classification of Experimental Protocols According to Five Attributes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Note. Intuitive Statistician: articles reviewed by Peterson and Beach (1967).  

Heuristics and Biases: four articles published by Kahneman and Tversky between 1971 and 1973. 

 

 

Feedback is an essential aspect of experiential learning. It allows respondents to assess their previous behavior (e.g., choices, inferences, judgments) and 

adjust their future behavior (Hertwig et al., 2018). The two research traditions differ markedly in the provision of feedback, as Figure 5 shows. None of Kahneman 

and Tversky’s experiments involved feedback, compared with 56% of studies in the intuitive-statistician tradition. But this was not the only striking difference. In 

the intuitive-statistician tradition, 40% of experiments involved practice, relative to just 7% in the heuristics-and-biases tradition. Most experiments (66%) in the 

intuitivestatistician tradition employed experimental stimuli that were actually physically present, such as cards, dice, or chips, and sometimes even designed 

especially for the experiment.23 Here, practice ensures that respondents comprehend the task. In contrast, only 3% of Kahneman and Tversky’s experiments used 

physical stimuli. Instead, most of their experimental stimuli were described in vignettes or other written representations. 

Practically all experiments in the intuitive-statistician tradition (99%) and a substantial proportion in the heuristics-and-biases tradition (70%) implemented 

multiple testing. Note that our criterion for classifying experiments as using multiple tests was intentionally lenient, namely, that participants “provide a response 

more than once.” Therefore, experiments classified as implementing multiple testing could range from a short vignette study requiring two responses to two 

questions (e.g., the replication study administered to psychologists by Tversky & Kahneman, 1971) to a probability learning study requiring 1,000 predictions per 

person (as in Edwards, 1961b). Indeed, the median number of responses in the heuristics-and-biases tradition was 3.0 (M = 8.8, SD = 18.7) while the median 

number in the intuitive-statistician tradition was 77.5 (M = 417.8, SD = 971.8). 

Figure 5 includes another attribute that at first glance appears somewhat orthogonal to description versus experience: whether  

                                                                 
23 This proportion excludes 12 studies in the intuitive-statistician tradition that were coded as involving stimuli that were both physically present and invoked descriptively. 
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the target stimulus featured objects (e.g., dice, balls) or people. Yet it seems plausible that the change from physically presenting inanimate stimuli to describing 

people opened the door to a range of experimental scenarios that would otherwise be difficult to present. Excluding a small subset of studies that included both 

people and objects, we found that 78% of experiments in the heuristics-and-biases tradition referred to people, relative to only 3% in the intuitive-statistician 

tradition.24 It is likely that introducing scenarios (e.g., a hit-and-run accident in the cab problem; Tversky & Kahneman, 1982), people and their personalities (e. 

g., engineer–lawyer problem; Kahneman & Tversky, 1973; Tversky & Kahneman, 1983), and famous people (e.g., availability heuristic; Tversky & Kahneman, 

1973) made the experimental tasks more engaging than many of the experiments in the intuitive-statistician tradition that relied on physical objects. 

To conclude, in the experimental protocol used in the intuitivestatistician tradition, people were afforded the opportunity to learn from practice and multiple 

testing, to interact physically with the experimental materials, and to learn from feedback.25 In contrast, the heuristics-and-biases approach was mostly description-

based, with descriptions of people rather than objects, opportunity to practice was rare, and learning from feedback not possible. These findings confirm that 

Tversky and Kahneman’s experimental protocol abandoned learning (feedback) and the repeated measurements characteristic of the intuitive-statistician tradition. 

We next examine four further attributes that separate the two traditions: the type of task (category of statistical reasoning studied), the type of participants, their 

expertise, and the provision of incentives. 

 

Differences in Task Type, Incentives, and Participant Type and Expertise 

An alternative or at least additional explanation for the divergent conclusions of the intuitive-statistician and the heuristics and-biases traditions is that they 

investigated different psychological phenomena. To examine this possibility, we classified Tversky and Kahneman’s foundational articles using the categories laid 

out in Peterson and Beach’s (1967) review: intuitive descriptive statistics (i.e., how the intuitive mind estimates proportion, mean, variance, correlation, etc.), 

intuitive inferential statistics (i.e., the use of samples of data to reach conclusions about characteristics of the environment, e.g., population parameters), and 

intuitive predictions of samples (i.e., about events to be sampled from populations). Peterson and Beach used a fourth category on nonstationary parameter values 

(i.e., the study of judgments, inferences, predictions, and decisions in environments that change over time). Because this additional category revisits judgments, 

inferences, and predictions, and adds research on decision making, we created a “decision making” category to include documents with a focus on decision 

making. We found that all studies by Kahneman and Tversky could be accommodated by Peterson and Beach’s (1967) four categories. Yet there was high 

mismatch between raters that was not easily resolved. The problem for raters was how to interpret the tasks. For illustration, consider the Judgments of Word 

Frequency study (Study 3 in Tversky & Kahneman, 1973, pp. 

211–212). Participants were given the following instruction: 
 

The frequency of appearance of letters in the English language was studied. A typical text was selected, and the relative frequency with which various letters of the alphabet 

appeared in the first and third positions in words was recorded. Words of less than three letters were excluded from the count. 

 

You will be given several letters of the alphabet, and you will be asked to judge whether these letters appear more often in the first or in the third position, and to estimate the ratio 

of the frequency with which they appear in these positions. 

 

One question facing the raters was whether the estimates participants were asked to produce pertained to the positional frequencies within the “typical text” 

(established in the instructions) or in the English language, or whether they were asked to infer from the positional frequencies in the text to those in English 

language. Depending on how the raters interpreted the instructions, this task could be placed in several of the Peterson and Beach categories.26 

Although such ambiguities made a clear distinction between categories difficult, all of Kahneman and Tversky’s studies could be accommodated in Peterson 

and Beach’s categories of intuitive descriptive statistics, intuitive inferential statistics, and intuitive prediction of samples. Another indication that the two research 

programs largely covered the same ground is that Kahneman and Tversky (1972) themselves judged that their work spoke directly to Peterson and Beach’s 

conclusions: “[f]or anyone who would wish to view man as a reasonable intuitive statistician such results are discouraging” (p. 445). In short, although the two 

traditions looked at the world differently, they looked at the same referents in the world. 

Another potential explanation for the divergent findings of the two programs is their use of incentives. It is possible that monetary incentives promote more 

accurate intuitive statistical reasoning, whereas a lack of incentives leads to more biases and errors (a hypothesis that was entertained for some time by 

experimental economists such as Grether & Plott, 1979; see Camerer & Hogarth, 1999; Hertwig & Ortmann, 2001). Yet our findings showed that the frequency of 

use of incentives was almost identical across the two research programs, with incentives being used in 37% of studies in the intuitive-statistician program and 

33% of studies in the heuristics-and-biases program. In the intuitivestatistician program, 20% of experiments had a fixed incentive scheme while the rest used a 

variable incentive scheme or a mix of the two; in the heuristics-and-biases tradition, 27% used a fixed incentive scheme. Thus, a greatly divergent frequency of 

incentives does not appear to explain the contrasting conclusions of the two programs. 

Finally, we examined whether participant type and expertise explained the divergent results. Most experiments in the intuitive-

                                                                 
24 These proportions exclude two studies in the intuitive-statistician tradition and three studies in the heuristics-and-biases tradition that were coded as involving both 

people and objects. 
25 Outside the domain of statistical reasoning, Edwards introduced a descriptive aspect into experimentation in behavioral decision research. Edwards (1953, 1954a) 

studied choice with lottery options in terms of decisions from description that were devoid of any learning; for instance, “If you roll a 4, you win $6.00. If you roll anything 

else, you win nothing” (Edwards, 1954a, p. 59). Note that the gamble was physically implemented on a pinball machine, in contrast to many other risky choice studies in 

the decisions-from-description tradition. 
26 As one reviewer pointed out, this ambiguity also existed for participants. 
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statistician program had undergraduate students as participants (64%). The heuristics-and-biases tradition reported using undergraduates in only 7% of studies, 

but a further 43% of studies used people recruited at universities who had an unspecified level of education. Experiments with high school and grade school 

students were more prevalent in the heuristics-and-biases tradition (27%) than in the intuitive-statistician tradition (2%), but so were experiments with graduate 

students (13% vs. 4%, respectively). A minority of studies in the intuitive-statistician tradition used samples of military staff (seven studies), medically diagnosed 

schizophrenics (three studies), professionals (two studies), and prison inmates (one study). One study in the heuristics-and-biases tradition used scientists. 

Overall, there is no clear discrepancy between the types of participants that would suggest participant population to be a crucial determinant of the diverging 

findings and conclusions. 

Likewise, the coding of participant expertise did not differentiate between the two programs. The majority of studies did not report participants’ expertise (69% 

and 90% in the intuitive-statistician and heuristics-and-biases traditions, respectively). In those that did report the field of study of the undergraduate or graduate 

participants, most were psychology students (25% and 10%, respectively). 

In summary, we found no systematic differences in task type, incentives, or participant type or expertise that could explain why experimenters from the two 

research programs appeared to have seen different worlds. 

 

Did the New Experimental Culture Become the Default? 
To examine the possibility that the experimental protocol adopted by Kahneman and Tversky became the default protocol in future studies on statistical thinking, 

we extended our analysis to research conducted after 1974. As Figure 1 suggests, research on behavioral decision making increased enormously after Tversky 

and Kahneman (1974). We focused our initial analysis on Bayesian reasoning. 

To examine how heavily experiments have relied on descriptive protocols, we drew on the comprehensive review of Bayesian reasoning published by Koehler 

(1996) in Behavioral and Brain Sciences. Koehler posed key empirical questions about Bayesian reasoning (e.g., “Are base rates ignored?,” “When are base rates 

used?”) and reviewed all the literature available until 1996 that could provide answers to each question. For each article that met our inclusion criteria, we 

conducted the same quantitative analysis of experimental practices as reported above (see the Supplemental Appendix for details). Of the 152 references reviewed 

in Koehler (1996), we included 70 in our analysis: those published after 1974 (in the wake of Kahneman and Tversky’s foundational articles; Figure 3) whose 

primary focus was on experimentation on Bayesian reasoning and that we were able to retrieve (see Figure A1 in the Supplemental Appendix for more details). 

Figure 6 shows the results. The experimental protocols in the post-1974 studies on Bayesian reasoning were strikingly similar to those introduced by Kahneman 

and Tversky. They rarely provided the opportunity for practice and feedback, and there was little repetition. For example, the median number of responses in the 

articles reviewed by Koehler (1996) was 7.0 (M = 42.2, SD = 87.1)—similar to the median of 3.0 in the heuristics-and-biases tradition and far fewer than the 

median of 77.5 in the intuitive- 

 

 

Figure 6 

Classification of Experimental Protocols in Post-1974 Bayesian  

Reasoning Research as Reviewed in Koehler (1996) 

 
 

Note. For comparison, the results reported in Figure 5 are shown in gray. 

 

 

statistician tradition. The descriptive protocol developed in the foundational studies of the heuristics-and-biases program has become, at least in the field of 

Bayesian reasoning, the default protocol in the time window covered by Koehler’s review. 

 

Does Experience Foster Statistical Competence in Bayesian Reasoning? 
One would expect experiential protocols with opportunities for learning to be more conducive to accurate statistical intuitions than descriptive protocols with no 

such opportunities. Is there evidence for this in studies on Bayesian reasoning? Comparing the accuracy of Bayesian reasoning in the two research traditions is 

not trivial (see Figure 2). The paradigm shift was so fundamental that even the ways of producing, analyzing, and reporting data changed drastically, making any 

comparisons almost impossible. For example, Edwards et al. (1965) were concerned with people’s ability to update probabilities. Their experiments involved a 

few participants, many judgments, and one or a few experimental treatments. Kahneman and Tversky (1972), in contrast, aimed at uncovering the psychological 

mechanisms underlying probabilistic inference. They devised experiments to tease apart mechanisms, creating set-ups where different hypothesized mechanisms 

predicted different judgments. Thus, most of their experiments were between-subjects designs, involving many participants and no more than a few responses. 

One consequence of these distinct goals and methodological choices is that behavior is reported using different metrics. For example, Edwards et al. (1965; see 

left column of Figure 2) measured competence by comparing the individual likelihood ratio obtained from each participant’s expressed probabilities with that 

derived from Bayes’s rule. These likelihood ratios were plotted in a graph, reproduced in Figure 7, as a function of the number of red minus blue chips—that is, 

experienced

https://doi.org/10.1037/bul0000324.supp
https://doi.org/10.1037/bul0000324.supp
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Figure 7 

Estimates of Five Participants in Edwards et al.’s (1965) Bayesian Reasoning Task 

 

Note. Each graph depicts estimates of a single individual (expressed in log likelihood ratios) across situations of increasing evidence favoring the predominantly red bookbag over the 

predominantly blue bookbag (i.e., the difference between red and blue chips experienced by the subject). Estimates are expressed in log likelihood ratios because Bayesian performance 

is represented by the straight dashed line. “This makes it exceptionally convenient to compare actual performance with ideal performance” (Edwards et al., 1965, p. 305). Still, the gap 

between actual performance and ideal performance expressed as posterior probabilities, instead of log likelihoods ratios, is not as pronounced as these graphs seem to suggest (see 

the Supplemental Appendix for details). Adapted from “Emerging Technologies for Making Decisions,” by W. Edwards, H. Lindman, and L. D. Philips, in F. Barron, W. C. Dement, W. 

Edwards, H. Lindman, L. D. Phillips, J. Olds, and M. Olds (Eds.), New Directions in Psychology (pp. 304–308). 1965, Macmillan Publishers. Copyright 1965 by Macmillan Publishers. 

Adapted with permission.
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successes minus failures—individually for each of the five participants. 

Although Kahneman and Tversky’s (1972) task was very similar in structure to that of Edwards et al. (1965), their experimental protocol and analysis were 

profoundly different. Kahneman and Tversky explored whether posterior estimates respond to the difference between successes and failures (red and blue 

chips)—as prescribed by Bayes’s rule for this symmetric binomial case—or whether they incorrectly depend on the sample ratio between successes and failures. 

Thus, as shown in Figure 8, they reported average estimates across (approximately 56) participants27 for each experimental treatment. It is evident that comparing 

the results of Edwards et al. and Kahneman and Tversky is difficult and potentially misleading: Figure 7 plots hundreds of responses for each individual participant 

as a function of increasing sample differences. Figure 8 reports one posterior estimate averaged across all participants, separately for each of the 10 experimental 

treatments. 

It is therefore not possible to determine whether experiential or descriptive protocols foster more accurate Bayesian reasoning by comparing the original studies. 

Nonetheless, we can make use of two other sources of data. First, in his review of Bayesian reasoning studies, Koehler (1996) paid particular attention to 

experiments where participants could learn from feedback. He observed that “when base rates are directly experienced through trial-bytrial outcome feedback, 

their impact on judgments increases” (p. 6), thereby increasing participants’ ability to update probabilities in a manner consistent with Bayes’s rule. For instance, 

in the experiment by Manis et al. (1980), “the influence of the feedback on base rate usage was quick and dramatic” (Koehler, 1996, p. 6). Furthermore, in a 

problem in which participants had to predict whether a person shown in a photograph was for or against the use of seatbelts, participants who learned from 

experience that the base rate of “for-seatbelts” was 80% matched that percentage in their predictions. Those who did not receive feedback predicted “for-seatbelts” 

in roughly 50% of cases. Similarly, Butt (1988) showed that “auditors learned and used the base rate for financial statement errors most easily by directly 

experiencing those errors” (Koehler, 1996, p. 6). Finally, Christensen-Szalanski and Bushyhead (1981) showed that physicians who learned the low base rate for 

pneumonia from experience “relied heavily on this base rate when making diagnoses” (Koehler, 1996, p. 6), thus improving their diagnostic skill. Koehler’s (1996) 

conclusion was that “information that is learned implicitly [from experience] may be better remembered, more easily accessed, or otherwise more meaningfully 

instantiated than information learned explicitly” (p. 7). 

The second source of data comes from two recent studies that systematically compared Bayesian reasoning across description and experience. Armstrong 

and Spaniol (2017) studied Bayesian reasoning in the context of medical screening. They started from the common observation that laypeople and experts are 

poor at inferring posterior probabilities when the relevant statistics are communicated descriptively. Would learning those statistics from experience improve their 

performance? The study presented 80 younger (aged 17–34 years) and 80 older (aged 65–87 years) adults with information about medical screening tests for 

two hypothetical diseases in either a description 

or an experience format (see Figure 9). In the description condition, participants read a passage containing statistical information. In the experience condition, 

they learned about the statistics sequentially from a slideshow presenting representative cases. Figure 10 (left panel) shows the results. Both younger and older 

adults arrived at substantially more accurate posterior probability estimates in the experience than in the description condition, where errors were about five times 

larger (with errors computed as the absolute difference between estimated and true positive predictive value, and the absolute difference between estimated and 

true negative predictive value). 

Schulze and Hertwig (2021b) likewise studied Bayesian reasoning and compared the impact of description and experience on posterior probability estimates. 

Their results are consistent with those of Armstrong and Spaniol (2017; see right panel of Figure 10). In the description condition, adults correctly estimated the 

posterior probability in 18% of responses (averaged across participants and problems), in the experience condition, in 79% of responses. The same pattern of 

results emerged for conjunction rule problems and for children’s statistical intuitions. These two studies thus establish a causal link between the mode of learning 

and presentation and statistical competence. 

These results converge to the conclusion that, all other things being equal, statistical intuitions might be more accurate in experiential than in descriptive 

protocols. This conclusion is not limited to Bayesian inference. Table 2 lists recent studies that have explicitly contrasted descriptive with experiential learning 

across a variety of choice and inference tasks. A regularity emerges across these studies: Experience by itself or when combined with description (as in, e.g., 

Erev et al., 2017) can reduce and sometimes even eliminate the judgment bias observed in descriptive conditions. Let us emphasize, though, that experience is 

not devoid of biases; it may sometimes reverse a bias and may sometimes cause or amplify a bias (we return to this issue below). 

 

Did the Methodological Shift Occur Beyond Bayesian Reasoning? 
Due to its pivotal role in both the intuitive-statistician and the heuristics-and-biases program, Bayesian reasoning constituted a good testbed for our argument 

that a methodological shift occurred. We now turn to three other lines of research. We first consider probability estimates of compound events as a topic addressed 

in both programs; through the heuristics-and-biases program, the conjunction fallacy—most prominently illustrated by the Linda task— eventually became a cause 

célèbre in the context of erroneous statistical intuitions. Next, we consider two lines of research spurred by Kahneman and Tversky’s work: research on anchoring 

and adjustment and on framing. We employ the same analytical framework that we used for Bayesian reasoning. 

To identify relevant articles, we drew on research reviews. Specifically, to investigate the impact of the heuristics-and-biases program on research on probability 

estimates of compound events, we examined all work reviewed by Fisk (2004) on the conjunction fallacy, focusing on work published after Tversky and 

Kahneman’s (1983) seminal article in Psychological Review. We identified 19 published articles and 43 experiments. For the analysis of anchoring and adjustment, 

we turned to the

                                                                 
27 The number of participants in this study is approximate. It was described as follows: “Each of the 10 problems was presented to a different group of S[ubject]s. Size of 

group varied from 37 to 79 with an average of 56” (Kahneman & Tversky, 1972, p. 447). 
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Figure 8 

Participants’ Estimates in Kahneman and Tversky’s (1972) Bayesian Reasoning Task 

 

 

Note. Each cell entry reflects the median subjective estimate across approximately 56 participants. Cells reflect different Bayesian problems with distinct population proportions (5/6 or 

2/3) and evidence (4:2, 8:4, etc.). Base rates were symmetric for each deck. This was conveyed to participants as “One of the decks has been selected by chance.” From “Subjective 

Probability: A Judgment of Representativeness,” by D. Kahneman and A. Tversky, 1972, Cognitive Psychology, 3(3), p. 448. Copyright 1972 by Elsevier. Reprinted with permission.  

 

 

literature review conducted by Furnham and Boo (2011). We examined all articles published after Tversky and Kahneman (1974) and included in the review’s 

summary tables 1, 2, and 3. We identified 31 published articles and 96 experiments. Finally, to examine the experimental protocols in research on framing, we 

turned to Kühberger’s (1998) meta-analysis. We focused our analysis on articles published up to 10 years after the publication of Tversky and Kahneman’s (1981) 

Science article on framing, including 59 published articles and 92 experiments. 

The classification of experiments (see Figure 11) shows that the impact of the heuristics-and-biases program on experimental protocols was not limited to 

Bayesian reasoning. Research on the conjunction fallacy, anchoring and adjustment, and framing was largely description based, with most experiments using 

symbolic stimuli about people and eschewing practice and feedback. The median numbers of responses 

 

 

Figure 9 

Experimental Material Used by Armstrong and Spaniol (2017) in the Experience and Description Formats 

 

 

Note. Modified from “Experienced Probabilities Increase Understanding of Diagnostic Test Results in Younger and Older Adults,” by B. Armstrong and J. Spaniol, 2017, Medical Decision 

Making, 37(6), p. 674. Copyright 2017 by Sage. The upper-left box in the original figure stated, “Patient 2.” We believe this was in error and have changed it to “Patient 1.” 
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Figure 10 

Findings Comparing the Impact of Description and Experience on Bayesian Reasoning 
 

 
 

Note. In Armstrong and Spaniol (2017), the measure of competence expressed in the y-axis is the absolute error in  

positive predictive value—the posterior probability that the patient has the disease given a positive test result.  

Higher bars indicate lower competence. In Schulze and Hertwig (2021b), competence is measured as the proportion  

of Bayesian responses. Higher bars indicate higher competence. 

 

 

in the studies focusing on the conjunction fallacy, anchoring and adjustment, and framing were 16.0 (M = 25.9, SD = 27.4), 7.0 (M = 11.5, SD = 14.9), and 4.5 (M 

= 16.8, SD = 46.1), respectively, comparable to the median of 3.0 in Kahneman and Tversky’s (1974) foundational work and in stark contrast to the median of 

77.5 in Peterson and Beach’s (1967) review. While these phenomena have largely been studied using descriptive experimental methods, they can also be studied 

with a more experiential approach (for framing effects from experience, see Gonzalez & Mehlhorn, 2016; for an experiential approach to probability inference, 

including the conjunction rule, see J. Cohen et al., 1971; Hogarth & Soyer, 2011; Peterson, Ulehla, et al., 1965). 

 

Summary 

Kahneman and Tversky’s work has transformed the behavioral sciences, the understanding of people’s decision-making competences and rationality (or lack 

thereof), and evidence-based public policy making (Thaler & Sunstein, 2008). The persuasive nature of the heuristics-and-biases program has pushed aside the 

extensive body of findings on statistical intuitions prior to the 1970s. We analyzed one key variable that is likely to have made a crucial contribution to the swift 

transformation that occurred in the 1970s and 1980s. As our analysis of a total of 604 studies on Bayesian reasoning, the conjunction fallacy, anchoring and 

adjustment, and framing has shown, Kahneman and Tversky’s research seems to have initiated a little-noticed but profound change in the experimental culture 

of behavioral decision making research—from learning and experiential involvement to simple, engaging, and symbolic descriptions of microworlds. Indeed, the 

word “learning” does not appear in the index of Kahneman’s (2011) bestseller Thinking, Fast and Slow, which covers nearly four decades of research in the 

heuristics-and-biases tradition. This seismic methodological shift is likely to have had far-reaching implications for empirical observations about human rationality 

and the subsequent conclusions. 

 

General Discussion 
 

Experimental Protocols and Debates on Rationality in the Behavioral Sciences 

The heuristics-and-biases program prompted dire conclusions about the human mind and its rationality. Whereas Kahneman and Tversky (1972) were 

restrained in how they framed their message, writing that their results were “discouraging” for anyone who wished to view people as intuitive statisticians (p. 445), 

other researchers went further. According to Slovic et al. (1976), the results suggested that people “lack the correct programs for many important judgmental 

tasks” (p. 174). Piattelli-Palmarini (1994) held that people fall victim to “inevitable illusions” when they reason about probability; indeed, he suggested a simple 

law: “Any probabilistic intuition by anyone not specifically tutored in probability calculus has a greater than 50% chance of being wrong” (p. 132). Bazerman and 

Neale (1992) maintained that “all executives have pervasive decision-making biases” (p. 2), and paleontologist and evolutionary theorist Gould (1992) conjectured 

that human minds “are not built (for whatever reason) to work by the rules of probability” (p. 469). 

What is striking about these and many other statements is how little they square with the conclusions about people’s statistical reasoning listed in Table 1, and 

with Peterson and Beach’s (1967) summary that the “normative model provides a good first approximation for a psychological theory of inference” (p. 42). Yet 

despite dominating behavioral decision research since the 1970s, the conclusions of the heuristics-and-biases program have not remained unchallenged. For 

instance, L. J. Cohen (1981) questioned whether human rationality could ever be experimentally demonstrated, based on the argument that any normative theory 

of reasoning is simply an idealized theory derived from people’s actual individual intuitions about reasoning. Therefore, human reasoning competences will 

necessarily be in accord with the norms (see also Schurz & Hertwig, 2019; Stich, 1985). From this perspective, reasoning errors do not reflect lack of
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Table 2 

Evidence From Research Contrasting Descriptive With Experiential Learning: Experience Tends to Reduce Judgment Bias 
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Table 2 (continued) 

 

 

competence or inappropriate application of the normative criteria; rather they result from, for instance, performance errors. Gigerenzer (1996) criticized what he 

saw as the imposition of unnecessarily narrow norms of good reasoning to diagnose cognitive illusions. He argued that cognitive illusions can be reduced and 

sometimes even eliminated by presenting the information in text vignettes as natural frequencies rather than in terms of single-event probabilities. Pinker (1997) 

argued that the idea that humans could have evolved with “no instinct for probability,” making them “blind to chance” (p. 351) is singularly implausible. The debate 

has often been heated, leading some observers to speak of “rationality wars” (Samuels et al., 2002). 

It is beyond the scope of this article to review this debate and the conceptual arguments raised. Instead, we return to Edwards (1983) who, to the best of our 

knowledge, wrote only once about his views on the heuristics-and-biases program. 

 
I have been in disagreement with this line of research and thought for some time, and now I am ashamed about my own role in starting it off. I remained silent about it because I 

believed, wrongly, that it was a fad and would die out—though those of you who have followed my work will note that I published not a word about conservatism in probabilistic 

inference since about 1970. However, I now find that the ideas, without the accompanying caveats, have spread far beyond psychology. [. . .] It is time to call a halt. I have two 

messages. One is that psychologists have failed to heed the urging of Egon Brunswik (1955b) that generalizations from laboratory tasks should consider the degree to which the 

task (and the person performing it) resemble or represent the context to which the generalization is made. [. . .] My second message is that, even without tools, experts can in fact 

do a remarkably good job of assessing and working with probabilities. (pp. 508–511) 

 

In our view, Edwards’s reference to Brunswik and his notion of representative design is important regardless of one’s position in the debate—though it is worth 

noting that the intuitive-statistician program does not systematically implement representative designs and that the frequent use of artificial chance devices (e.g., 

urns, poker chips) does not demonstrate much concern for the natural habitat of the decision maker. For Brunswik, representative design
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Figure 11 

Classification of Experimental Protocols in Research on the Conjunction Fallacy, Anchoring and Adjustment, and Framing According to Four Attributes 

 
Note. The attribute “multiple testing” (included in Figures 5 and 6) is reported in detail in the text. 

 

 

was indispensable for measuring achievement or performance. Brunswik (1943) pointed to a widespread double standard in the way that sampling is practiced in 

psychological research: Whereas the procedures for sampling participants are typically scrutinized carefully, the empirical observations obtained are generalized 

to conditions outside those used in the laboratory without the same scrutiny or logical defense (see Dhami et al., 2004). 

What does this mean for statistical intuitions? People cannot help but rely on statistical intuitions when dealing with symbolic and descriptive information (e.g., 

health statistics, weather forecasts). Statistical intuitions may even become increasingly important in a digital world. Yet people also make judgments, choices, 

and inferences based solely on past experience and on-the-job learning. In other words, they need to reason statistically in both the symbolically described world 

and the world affording experiential involvement and learning. Drawing on Brunswik’s (1955b) representative design, it is clear that researchers need to consider 

which of these worlds they implement in the laboratory. Their choice will dictate which generalizations about people’s competences and rationality they are justified 

in making from their findings. 

Many conclusions about the error-proneness and irrationality of people’s statistical intuitions have been made without taking the experimental protocol and the 

resulting limits on generalizability into account. We suggest that the debate on the rationality of the human mind must not be divorced from the choice of 

experimental protocol. Researchers need to study the full range of situations and circumstances under which people deal with uncertain worlds, considering 

dimensions such as repetition, feedback, learning opportunities, experiential engagement, and transparency of symbolic description. Different research questions 

will require different experimental protocols, and findings will need to be understood and interpreted contingent on the environmental circumstances implemented 

in the laboratory. A pluralistic approach that combines descriptive and experiential protocols is much more likely to yield findings that represent the full range of 

human competences. It will also allow researchers to more closely integrate research on human statistical intuitions with highly related experimental results from 

research on primates and babies (Schulze & Hertwig, 2021a), from experimental economics (e.g., the rich empirical and theoretical results on one-shot vs. 

repeated games; see Binmore, 1994), and from cognitive science’s research on Bayesian models of cognition. 

 

Reconciling Bayesian Models of Cognition and Poor Numerical Cognition 

One might expect research on behavioral decision making and cognitive science to be highly interconnected due to their shared interest in human cognition. 

Yet this is not the case. Whereas the heuristics-and-biases view of human cognition—including the dictum that people are not Bayesian at all—has made strong 

inroads into many neighboring fields, including public policy making, it is Bayesian models of cognition that dominate in cognitive science. This development can 

be seen as a reversal of the heuristics-andbiases program’s view on the essence of human rationality; Bayesian models of cognition explain human learning and 

inductive reasoning in terms of Bayesian inference and Bayesian rationality. How can these two influential but opposing views be squared? Griffiths et al. (2010) 

argued that: Using probabilistic models to provide a computational-level explanation does not require that hypothesis spaces or probability distributions be explicitly 

represented by the underlying psychological or neural processes, or that people learn and reason by explicitly using Bayes’ rule (p. 362). 

In other words, their account of cognition focuses on the computational and not on the algorithmic level. This distinction goes back to Marr (1982), who defined 

the computational level as referring to how a problem can be solved in functional terms. The algorithmic level, in contrast, refers to the processes that the mind 

implements to produce this solution. According to this rationale, on the algorithmic level, people may well be as flawed as the heuristics-and-biases program 

suggests. Discerning between the computational and the algorithmic level rendered it possible for Oaksford and Chater (2009) to argue that “people are typically 

poor at numerical reasoning about probability” (p. 69) and yet still aim to “reevaluate forty years of empirical research in the psychology of human reasoning, and 

cast human rationality in a new and more positive light” (p. 69). Setting aside situations in which people need to operate with symbolic descriptions of uncertainty, 

Tenenbaum et al. (2011) wrote:
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The claim that human minds learn and reason according to Bayesian principles is not a claim that the mind can implement any Bayesian inference. Only those inductive 

computations that the mind is designed to perform well, where biology has had time and cause to engineer effective and efficient mechanisms, are likely to be understood in 

Bayesian terms. [. . .] In contrast, in tasks that require explicit conscious manipulations of probabilities as numerical quantities—a recent cultural invention that few people become 

fluent with, and only then after sophisticated training—judgments can be notoriously biased away from Bayesian norms. (p. 1280) 

 

Cognitive scientists advancing Bayesian models of cognition evidently struggle with the finding that people are “not Bayesian at all” (Kahneman & Tversky, 

1972, p. 450). One solution is to limit the Bayesian claim to cognitive tasks that do not require conscious effort and attention, and for which evolution has equipped 

the mind with the right software (as suggested by Tenenbaum et al., 2011). Part of the solution, however, could also be in the intuitivestatistician program. 

Remember what Edwards (1968) concluded about people’s statistical reasoning. He suggested that their opinion change is orderly, and usually proportional to 

numbers calculated from Bayes’s theorem—but that it is insufficient in amount. In other words, people update probability in a way that qualitatively, but not strictly 

quantitatively, obeys Bayes’s rule. Compare this conclusion with Oaksford and Chater’s (2009): “human thought is sensitive to subtle patterns of qualitative 

Bayesian, probabilistic reasoning” (p. 69). Despite this parallelism, Oaksford and Chater’s (2009) précis of their book “Bayesian rationality” in Behavioral and Brain 

Sciences does not draw on either Edwards’s (1968) or Peterson and Beach’s (1967) work—nor was this work featured in the widely cited Griffiths et al. (2010) 

article on probabilistic models of cognition or in Tenenbaum et al.’s (2011) article. We believe that those concerned with Bayesian models of cognition have 

something to gain from rediscovering the intuitivestatistician program and, more precisely, studies with a focus on experience and learning. 

This is not meant as a naïve call to return to the intuitive-statistician approach. This research was left behind not only due to the attractions of the heuristics-

and-biases program. Researchers were also dissatisfied with key properties of the intuitive-statistician research program, including its highly artificial experimental 

stimuli (the bookbag-and-poker-chip tradition), strong and untested assumptions, and general lack of a process theory (see Rapoport & Wallsten, 1972; Wallsten, 

1972, 1976). 

Furthermore, in some subsequent but little-cited research on probabilistic reasoning (still in the bookbag-and-poker-chip tradition), experience received much 

more explicit attention than it did before 1967. For instance, Wallsten (1976) found “large and systematic differences” (p. 171) in some parameter values of models 

of probabilistic inference as a function of experience. More generally, he observed that people reduced their processing requirements as they gained experience, 

learning to focus on the more pertinent information and to ignore redundant information. He thus foreshadowed research on ecologically rational heuristics 

(Gigerenzer et al., 2011), which suggests that the use of heuristics necessitates some experience, namely, proficiency in discerning the value of probabilistic 

information. We argue that research on Bayesian models of cognition can link past, present, and future research examining experience and learning in probabilistic 

reasoning. The finding that people are not Bayesian at all is only part of the story. 

Let us conclude by returning briefly to Peterson and Beach (1967) and their use of the metaphor of the intuitive statistician. Much like the work of Tenenbaum 

et al. (2011), the intuitive-statistician program did not mean to imply that people actually implement sophisticated reasoning processes akin to those of statisticians. 

Instead, for researchers in this tradition, probability theory and statistics offered a ready-made class of models that should and could be modified in light of 

observed behaviors to be enlisted as predictive models. This approach was not unlike that of Friedman (1953) in economic theorizing; his dictum was that complete 

psychological realism was unattainable but that the benchmark of a model was its predictive power. Similarly, the researchers in the intuitive-statistician program 

focused on prediction at the expense of psychologically insightful process models— perhaps not surprisingly given that many of the researchers in Edwards’s 

laboratory at the University of Michigan had human engineering backgrounds and the group published regularly in human engineering journals (e.g., Edwards, 

1962; Phillips et al., 1966). This engineering focus also foreshadowed the focus of Edwards and colleagues on person–machine systems and on “decision 

technology—the rules and tools that help us to make wiser decisions” (Edwards & Fasolo, 2001, p. 581). In hindsight, the program’s abstinence from process 

models, relative to the heuristics-and-biases program’s offer of psychologically intuitive heuristics, may also have crucially contributed to why “this line of research 

was quietly abandoned” (Fischhoff & Beyth-Marom, 1983, p. 248). 

 

Experience Is Not Devoid of Biases 

Early researchers certainly did not glorify the intuitive statistical mind. Take, for instance, the comments by Edwards et al. (1965) on their findings of conservatism 

in probability updating: 
 

Whatever the merits or demerits of a built-in tendency to conservatism in information processing in daily life, such a tendency is clearly a hindrance to human effectiveness in 

information-processing systems. Such systems have no need for built-in, conservative, information-processing biases; they can provide much less automatic, much more rational 

biases in rather different ways. (p. 310) 

 

Although experience appears to entail properties that can improve statistical inference, it is no panacea. Some cognitive and memory biases appear to be 

impervious to experience. One striking example is hindsight bias, described by Tolstoy (1869/1982) in War and Peace as the “law of retrospectiveness, which 

makes all the past appear a preparation for events that occur subsequently” (p. 843). Many experimental studies (e.g., Fischhoff, 1975) have documented hindsight 

biases (for a recent meta-analysis, see Guilbault et al., 2004). Although one can debate the extent to which hindsight bias impedes learning or is a byproduct of 

learning (e.g., Hoffrage et al., 2000), it is without doubt a robust memory bias. Evidence also suggests that people can be unwilling or unprepared to go beyond 

the data at hand—in a kind of metacognitive myopia, they fail to take the history and validity of the sample and the sampling processes into account (Fiedler, 

2000, 2012). This has led some researchers to argue that humans are
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“naïve intuitive statisticians” (Fiedler & Juslin, 2006; but see Le Mens & Denrell, 2011, for a different view) in their experiencebased intuitions. Research on 

decisions from experience has also produced ample evidence that people’s risky choices (with and without feedback) often reveal a pattern that Hertwig and Erev 

(2009) summarized as follows: “in decisions from experience, people behave as if the rare events have less impact than they deserve according to their objective 

probabilities, whereas in decisions from description people behave as if the rare events have more impact than they deserve” (p. 518; see also Erev et al., 2017; 

Regenwetter & Robinson, 2017). This pattern can also be interpreted as reflecting a kind of miscalibration to base rates (especially to those of rare events) that 

takes opposite directions in description versus experience. 

Another line of research investigates when and why a person learns better by observing repeated decisions of another person, rather than experiencing the 

outcomes themselves (Merlo & Schotter, 2003). This may happen when the immediate experience focuses the person on the local stimulus–response unit rather 

than permitting them to learn about the general statistical structure of the environment. As these examples illustrate, experience is not impervious to biases—and 

yet, some biases in experience may not be biases at all. Let us consider the hot-hand fallacy. 

 

Beyond Naïveté in Normative Benchmarks 

Many basketball fans, coaches, and players believe in the existence of a “hot hand,” where a player’s ability to make shots is noticeably better than usual. The 

player is thought to be on a streak, even though the data show that their “streak” is essentially random: Gilovich et al. (1985) debunked the belief that a player’s 

chances of hitting a shot are higher following a hit than following a miss. The hot-hand fallacy, a “massive and widespread cognitive illusion” (Kahneman, 2011, 

p. 117), is thought to underlie a variety of anomalies in behavior (e.g., in financial markets; see Miller & Sanjurjo, 2014) and appears to be impervious to learning. 

In recent years, however, the human mind has been acquitted from this particular charge of irrationality. According to Miller and Sanjurjo (2014, 2018) the “hot 

hand” is not a myth after all. Let us assume that basketball players have a 50% probability of hitting a shot. Miller and Sanjurjo (2014) demonstrated that, in a 

finite number of attempts, the probability of a hit is always 50%, but the conditional probability of a hit immediately following a hit is not. In a finite number of 

attempts, sequences with consecutive identical outcomes can only be arranged in so many ways. And it turns out that a hit is more likely to be followed by a miss 

than by another hit. For instance, in a sequence of three shot attempts, there are eight possible sequences of hits (H) and misses (M; e.g., MMM, MMH, . . . , 

HHH). Among these sequences, the expected proportion of hits on shots following a hit is not .50 but .42 (5/12; see Table 1 in Miller & Sanjurjo, 2018). So, players 

who have a .5 success rate after a hit are scoring above expectation and indeed have a hot hand. Miller and Sanjurjo reanalyzed the data from Gilovich et al. 

(1985) and estimated a hot-hand effect of around 12%. In other words, the difference in probability of making a shot following three hits in a row, relative to three 

misses in a row, was estimated to be 12% higher than would be expected for a player with a constant success rate of .50. Therefore, what has been cast as a 

“general misconception of chance” (Gilovich et al., 1985, p. 295) actually reflects an accurate perception. Ironically, the bias resides in researchers, who lack the 

experience of basketball players and who compute expected probabilities from description. 

This reevaluation of the hot-hand fallacy raises a broader issue. Experience is inevitably limited, but these limits are not necessarily reflected in descriptions, 

which can have far-reaching normative implications. As Hahn (2014) pointed out, the “statistics of small samples are often quite different from those of large 

samples, and this needs to be taken into account in assessing the rationality of human behavior” (p. 229). In the descriptions used in the lab, researchers often 

invoke benchmarks of statistical reasoning that hold in large samples or at the limit. Yet these principles do not always hold in small or finite samples—the samples 

of human experience. Consequently, “evaluations of rationality based on long-run considerations or limit properties may lead to a distorted picture” (Hahn, 2014, 

p. 239) of human rationality. In other words, informed decisions on whether to use descriptive or experiential protocols will likely also advance the debate over 

which standards are suitable for judging the appropriateness of statistical intuition. 

 

Which Properties of Experience May Foster Statistical Intuitions? 
We already highlighted that experience is neither a panacea nor devoid of biases. Yet there are indications that it results, by and large, in statistical intuitions 

that are not as replete with biases as has been reported in the context of descriptive experimental protocols. Which qualities of experience make it different from 

description and thus potentially foster statistical intuitions? Hertwig et al. (2018; see also Schulze & Hertwig, 2021a) suggested that interaction with the world 

affords myriad concurrent dimensions of information that symbolic description lacks or can convey only in condensed form (see Hertwig et al., 2018). A learner 

experiencing a sequence of events may, for instance, simultaneously receive sensory and motor feedback (potentially triggering affective or motivational 

processes); obtain temporal, structural, and sample size information; and gain firsthand insights into conditions for statistical inferences (e.g., randomness or 

independence). These properties must be explicitly stipulated by the author of the description or assumed by the reader. But what are the specific mechanisms 

by which experience facilitates statistical inference? And under which cognitive and environmental conditions can properties of experience improve or impair 

accurate statistical intuitions? Several mechanisms are conceivable and different factors may determine the influence of experience on statistical intuitions, 

depending on the task at hand. Here we briefly examine two factors (also discussed in Schulze & Hertwig, 2021a): computational ease and incremental learning. 

 

Computational Ease 

Experiencing events sequentially can ease computational demands, reducing difficulty and fostering good judgments. Consider the simple method of computing 

a gamble’s expected value. In experience-based problems, such as 𝑛-armed bandits (Sutton & Barto, 1998), the computation involves adding up all the 

experienced rewards and dividing the sum by the number of
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experiences. In described gambles, by contrast, the computation of expected values involves multiplying each possible consequence by its corresponding 

probability, and then summing all probability-weighted consequences. Thus, computing the natural mean of a series of experiences involves a much simpler 

calculus than does description-based expected value theory (Hertwig & Pleskac, 2010). This simpler calculus may be one explanation for Wulff et al.’s (2018) 

finding—from their metaanalysis of thousands of description- and (sampling-based) experience-based choices between risky lottery options—that far fewer 

choices were consistent with a maximization process in decisions from description than in decisions from experience. Finally, computational ease arises from 

simple updating processes such as those captured by reinforcement learning. They can alleviate the burden of storing all the experienced outcomes, as only one 

value (the current one) is assumed to be held in memory (Frey et al., 2015). Therefore, learning from experience may become more critical as decision problems 

become more complex (Hogarth & Soyer, 2015; Lejarraga, 

2010). 

 

Incremental Learning 

Experience also allows people to learn and decide in a step-bystep manner, thus adapting to the demands of the environment. Researchers in the heuristics-

and-biases program, which has focused on one-shot situations, therefore exclude “one of the most important determinants of the behavior they purport to explain” 

(Hogarth, 1981, p. 213). Perhaps Binmore (1994) put this criticism most bluntly: 
 

But how much attention should we pay to experiments that tell us how inexperienced people behave when placed in situations with which they are unfamiliar, and in which the 

incentives for thinking things through carefully are negligible or absent altogether? [. . .] Does it [the participant’s behavior] survive after the subjects have had a long time to 

familiarize themselves with all the wrinkles of the unusual situation in which the experimenter has placed them? (pp. 184–85) 

 

One need not agree with Binmore’s (1994) criticism of snapshot studies to appreciate that these studies leave little room for people to learn—to observe, correct, 

and adjust, to craft their responses progressively as experience accumulates. To use the metaphor employed by Connolly (1988), decision makers learning from 

sequential experience can clip away at a hedge incrementally, whereas decision makers confronted with one-shot descriptive situations are expected to fell a tree 

in a single pass (see Connolly, 1988). Judgment errors in experience can potentially be remedied; in description, they cannot. 

Let us end this review of properties of experience that foster statistical competence with an important clarification. Throughout this article, we have used the 

shortcut of referring to protocols as descriptive or experiential. This dichotomy is an oversimplification. There are many variants of both experience and description, 

and experimental protocols can implement more or fewer aspects of experience. Description and experience can be seen as end points of a continuum (see also 

Camilleri & Newell, 2013; Hertwig, Pleskac, et al., 2019; Rakow & Newell, 2010; Wulff et al., 2018). Variations in an experimental protocol that “move” it up or 

down the description–experience continuum can be expected to lead, all other things being equal, to systematic changes in performance. Take natural frequencies. 

Symbolic descriptions that reflect more of the underlying natural experience (e.g., the sample size)—as described natural frequency formats do—should lead to 

better statistical inferences. Such findings have been reported, for instance, in research on Bayesian reasoning (Cosmides & Tooby, 1996; Gigerenzer & Hoffrage, 

1995; see McDowell & Jacobs, 2017, for a meta-analysis and a discussion of the underlying mechanisms). 

 

The Policy Implications of This Debate 

Investigating the nature of people’s statistical intuitions is important. These intuitions are a building block for judgments and decisions, and they come into play 

whenever people think about the future, reckon with uncertainty, or make potentially highly consequential decisions about their health, wealth, and well-being. The 

way researchers assess the intuitive statistical mind is directly relevant to the question of how much help people need to make good decisions—and what kind of 

help is likely to be most efficient. In recent years, the most influential approach to helping people make better decisions has been nudging (Thaler & Sunstein, 

2008). This approach is deeply rooted in the findings, metaphors, and theoretical commitments of the heuristics-and-biases program (see Grüne-Yanoff & Hertwig, 

2016). Thaler and Sunstein (2008) held that research into human behavior raises “serious questions about the rationality of many judgments and decisions that 

people make” (p. 7) and that “hundreds of studies confirm that human forecasts are flawed and biased. Human decision making is not so great either” (p. 7). 

Taking this error-proneness as the starting point, the nudging approach does not aim to remove people’s biases, let alone to build lasting cognitive or motivational 

competences. Nudges (at least of the noneducative kind; Sunstein, 2016) target the chooser’s external choice architecture and vary features that people typically 

claim not to care about (e.g., position in a list, default, framing; see also Rebonato, 2012). By harnessing these external features, the choice architect steers the 

chooser away from the behavior implied by the cognitive or motivational shortcoming and toward the chooser’s ultimate goal or preference (e.g., healthier food 

choices). In other words, the nudging approach embraces Thaler’s (1991) view that mental illusions are people’s standard mode of operation, and that their error-

proneness is so incorrigible that it is more efficient to work with these illusions than to work to overcome them. 

Yet as our analysis demonstrates, this dire portrayal of human decision-making competences is not the only legitimate conception. As Hertwig and Grüne-

Yanoff (2017) noted, several other frameworks exist, including ecological rationality (Gigerenzer et al., 1999; Hertwig, Pleskac, et al., 2019), the probabilistic mind 

(Griffiths et al., 2010), and natural decision making (Klein, 1999). These frameworks’ conclusions about human decision-making competences are generally less 

disquieting in terms of the error-proneness of people’s statistical intuitions and decision-making competences. They also justify more optimism about the success 

and efficiency of interventions designed to foster people’s competences. Based on these frameworks, Hertwig and Grüne-Yanoff (2017) proposed a different class 

of behavioral science interventions: boosts. In contrast to nudges, the objective of boosts is to foster people’s 
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competence to make their own choices—that is, to exercise their own agency. 

The debate about people’s statistical intuitions is a debate among academics about the adaptivity and rationality of human cognition, but more is at stake. The 

debate has immediate consequences for how people can be supported to make better decisions (see also the notion of simulated experience; Hogarth & Soyer, 

2011; Kaufmann et al., 2013). It affects the extent to which policymakers should invest in building people’s decision-making competences while preserving their 

autonomy, or in implementing paternalistic interventions (albeit libertarian in nature; Thaler & Sunstein, 2008). Relatedly, there is the rarely addressed issue (for 

an exception, see Erev & Roth, 2014) of whether mechanism design28 should rely primarily on decisions from experience, decisions from description, or, depending 

on the domain, both. The debate between the intuitive-statistician program and the heuristics-and-biases program is as necessary, timely, and relevant today as 

ever, with important methodological, theoretical, and policymaking implications. 

 

Conclusions 
 

In the late 1960s and early 1970s, research into people’s intuitive statistical reasoning underwent a dramatic conceptual change. Peterson and Beach (1967), 

drawing on an extensive review of more than 160 experiments, concluded that the mind is an intuitive statistician—one whose processes can be modeled using 

probability theory and statistics. Tversky and Kahneman (1974), drawing on a set of 30 experiments they had conducted between 1971 and 1973, unequivocally 

rejected this conclusion. Their arguments prevailed. Moreover, their research program became the most successful research program in psychology in the second 

half of the 20th century. One important key to its signature finding—the extensive catalogue of systematic deviations between people’s reasoning and assumed 

norms of rationality—stems from a largely overlooked but profound change in experimental practice: from a largely experiential protocol in which learning was 

often required to a largely descriptive protocol offering few, if any, opportunities for learning. 

The experimental methods scientists choose are not neutral tools. As Hacking (1983) emphasized, experiments, more than theories, convince people that 

scientific entities are real. Perhaps it is the very simplicity of the experiments in the heuristics-and-biases tradition that explains their persuasive power. But this 

experimental approach exacts a price. For instance, descriptive protocols make it difficult to establish crucial structural components for statistical reasoning (e.g., 

random sampling), largely remove learning from the equation, and typically use people rather than objects as experimental stimuli, thus potentially introducing 

sources of ambiguity that cannot be resolved through trial and error. 

The diverging conclusions about the mind drawn by proponents of the two research programs highlight the risk of relying exclusively on one class of experimental 

methods. We advocate for a pluralist methodological approach encompassing both descriptive and experiential protocols; we further propose that the empirical 

findings of the intuitive-statistician program be integrated into the collective canon of knowledge about people’s statistical cognition. Doing so would not take away 

from the many insights of the heuristics-and-biases paradigm. Instead, it would offer a more complete understanding of humans’ bounded rationality by including 

one of the great human strengths: the ability to learn. 
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